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Promises
AI has been used to 
• Classify and analyze data and images 
• Model complex structures, processes and systems 
• Generate predictive hypotheses and theories and synthetic 

data
• Design biomolecules and physical materials
• Review the scientific literature
• Edit and write papers, computer code, and other documents
• Review/screen journal submissions
The most impressive scientific application of AI to date may be 
its contribution to solving the protein folding problem in 2022, 
which biochemists had been working on since the 1960s with 
only incremental progress. Jumper J et al. 2021. Highly accurate protein 
structure prediction with AlphaFold. Nature 596(7873):583-589.





Levels of Artificial Intelligence, based on Turing. 2023. Complete Analysis of Artificial 
Intelligence vs Artificial Consciousness https://www.turing.com/kb/complete-
analysis-of-artificial-intelligence-vs-artificial-consciousness 

Narrow = task-specific, such as Chatbots or face recognition 
software.  

AI 
agents:
Getting 
close to 
AGI?

https://www.turing.com/kb/complete-analysis-of-artificial-intelligence-vs-artificial-consciousness
https://www.turing.com/kb/complete-analysis-of-artificial-intelligence-vs-artificial-consciousness


Machine Learning

• ML is an approach to AI that uses artificial neurons modelled 
after biological neurons to process and generate data.  

• An artificial neuron is a set of algorithms that receive inputs 
and produce an output when a certain threshold value for the 
inputs is reached.  

• The inputs have different weights, which are changed each 
time the system produces an output.  Changes in the 
weightings are based on their contribution to the neuron’s 
error.  

• This process of changing weightings is known as 
reinforcement.

Mitchell M. 2019. Artificial Intelligence. New York, NY: Picador. 
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If [(x1)(w1) + (x2)(w2) + (x3)(w3) + (x4)(w4) > T], then output U = 1

If [(x1)(w1) + (x2)(w2) + (x3)(w3) + (x4)(w4) ≤ T], then output U = 0

Where x1, x2, x3, and x4 are inputs; w1, w2, w3, and w4 are weightings, T is a 
threshold value; and U is an output value (1 or 0).  



Artificial Neural Networks

• A single neuron may have dozens of inputs 
and more than one output.  

• Deep learning ML systems consist of 
thousands of interconnected neurons, known 
as artificial neural networks (ANNs).  In these 
networks, the outputs of one layer are 
connected to the inputs of another.  

• The hidden layers are the layers in between 
the input and output layers. 



Deep Learning Artificial Neural Network, Wikipedia, Creative Commons. 
https://commons.wikimedia.org/wiki/File:Example_of_a_deep_neural_network.png

Images (e.g., MRI, microscopy, etc.)   Text, image, data
    
Amino acid sequence    3-D structure

Language     Language 
          

https://commons.wikimedia.org/wiki/File:Example_of_a_deep_neural_network.png


Generative AI
• Generative AI is AI 

that can produce 
content, such as an 
image or text, in 
response to a 
prompt.  

https://www.canva.com/design/DAFxEvr31EM/oB6bx-
5fZ3XgsmCBlCTi1A/edit?ui=eyJBIjp7IkIiOnsiQiI6dHJ1Z
X19LCJFIjp7IkE_IjoiTiIsIkEiOiJnZW5lcmF0ZV9pbWFnZ
SJ9LCJHIjp7IkIiOnRydWV9fQ    Two planets colliding 
at the formation of the solar system, generated by 
Canva.com, 12 Oct 2023

Haiku poem about Alan Turing written by 
ChatGPT, 12 Oct 2023:

Code-breaking genius, 
Turing's mind unlocked secrets, 
Mathematical grace.

https://www.canva.com/design/DAFxEvr31EM/oB6bx-5fZ3XgsmCBlCTi1A/edit?ui=eyJBIjp7IkIiOnsiQiI6dHJ1ZX19LCJFIjp7IkE_IjoiTiIsIkEiOiJnZW5lcmF0ZV9pbWFnZSJ9LCJHIjp7IkIiOnRydWV9fQ
https://www.canva.com/design/DAFxEvr31EM/oB6bx-5fZ3XgsmCBlCTi1A/edit?ui=eyJBIjp7IkIiOnsiQiI6dHJ1ZX19LCJFIjp7IkE_IjoiTiIsIkEiOiJnZW5lcmF0ZV9pbWFnZSJ9LCJHIjp7IkIiOnRydWV9fQ
https://www.canva.com/design/DAFxEvr31EM/oB6bx-5fZ3XgsmCBlCTi1A/edit?ui=eyJBIjp7IkIiOnsiQiI6dHJ1ZX19LCJFIjp7IkE_IjoiTiIsIkEiOiJnZW5lcmF0ZV9pbWFnZSJ9LCJHIjp7IkIiOnRydWV9fQ
https://www.canva.com/design/DAFxEvr31EM/oB6bx-5fZ3XgsmCBlCTi1A/edit?ui=eyJBIjp7IkIiOnsiQiI6dHJ1ZX19LCJFIjp7IkE_IjoiTiIsIkEiOiJnZW5lcmF0ZV9pbWFnZSJ9LCJHIjp7IkIiOnRydWV9fQ


Large Language Models (LLM)

• Natural language processing systems, such as OpenAI’s 
ChatGPT and Google’s Bard, use large language models (LLMs) 
to analyze, paraphrase, edit, translate, and generate text.  

• LLMs are statistical algorithms that are trained on huge sets of 
natural language data, such as text from the internet, books, 
journal articles, and magazines.  

• They are adept at predicting appropriate responses to text 
data and can learn from incorrect responses. 

• LLMs are so adept at mimicking the type of discourse 
associated with conscious thought that some computer 
scientists, philosophers, and cognitive psychologists are trying 
to update the Turing test to reliably distinguish between 
humans and machines



Computer scientist Alan Turing (1950) proposed a famous test for determining whether a machine can think.  The 
test involves a human interrogator another person, and a computer.  The interrogator poses questions to the 
interviewees, who are in different rooms, so that interrogator cannot see where the answers are coming from.  If 
the interrogator cannot distinguish between answers to questions given by another person and answers provided 
by a computer, then we can say that the computer is conscious.   

 

 

 

                                    

 

 

 

 

“How do you 
feel about 
this test?” 

“Somewhat nervous.” 

“Somewhat nervous.” 

ChatGPT 
 

Turing A. 1950. 
Computing 
machinery and 
intelligence. 
Mind 
59(236):433–
460.



Problems  with AI/Machine 
Learning that Create Ethical 

Challenges
• Systemic error (bias)
• Random error
• Lack of moral agency
• The “black box”



AI Errors
• Systemic error (bias): data is skewed away from the correct value in 

a discernable pattern. Example: bent rifle barrel.
• Random error: data is randomly distributed around the correct 

value with no discernable pattern.  Example: poor shooter.
• The difference between systemic and random error is epistemic, 

i.e., relative to a body evidence.  Errors that appear to be random 
might turn out to be systemic when as you obtain more 
information.  



AI Bias
• Some of the most well-known cases of bias involved the use of AI/ML 

systems by private companies.  For example, Amazon stop using an AI/ML 
hiring tool in 2018 after it discovered that the tool was biased against 
women.  In 2021, Facebook faced public ridicule and shame for using image 
recognition software that labelled images of African American men as non-
human primates.  

• Studies have also shown that racial and ethnic biases impact the use of 
AI/ML in medical imaging, diagnosis, and prognosis as a result of biases in 
healthcare databases. Bias is also a problem in using AI/ML systems to find 
relationships between genomics and disease due to racial and ethnic biases 
in genomic databases. 

• LLMs are also impacted by various biases that are inherent in their training 
data, including biases related to race, ethnicity, nationality, gender, sexuality, 
age, and politics. Ntoutsi E et al. 2020. Bias in data-driven artificial intelligence systems—An 
introductory survey. Wires 10(3). https://doi.org/10.1002/widm 

https://doi.org/10.1002/widm


Bias
• Bias is a well-

known problem 
with AI tools.

• Many different 
types of bias: 
racial/ethnic, 
gender, political, 
etc.

• Bias results from 
biases in the 
training data, 
algorithms, and 
application of 
the algorithms.  

Researchers asked Midjourney Bot Version 5.1 to 
produce images based on prompts
Prompts: Black African doctor is helping poor and sick 
White children, photojournalism; Traditional African 
healer is helping poor and sick White children 

https://www.thelancet.com/journals/langlo/article/PIIS221
4-109X(23)00329-7/fulltext 

https://www.thelancet.com/journals/langlo/article/PIIS2214-109X(23)00329-7/fulltext
https://www.thelancet.com/journals/langlo/article/PIIS2214-109X(23)00329-7/fulltext


Bias
• Companies have 

been working to 
try to fix 
problems related 
to bias but with 
mixed results.  

Images produced by Google’s Gemini 
https://em360tech.com/tech-article/is-
gemini-racist 

https://em360tech.com/tech-article/is-gemini-racist
https://em360tech.com/tech-article/is-gemini-racist


AI Bias

• Since AI/ML systems are designed 
to accurately reflect the data on 
which they are trained, they can 
reproduce or even amplify biases 
in the data.  The computer science 
maxim “garbage in, garbage out” 
applies here. 

• It’s not just the data, however, 
since the algorithms can interact 
with the data in ways that produce 
bias.  AI may be applied in ways 
that lead to biased results.  

Bias

Algorithms

Data

Applications



AI Random Error
• AI/ML systems can make random errors even after extensive 

training.  
• Nowhere has this been more apparent than the use of LLMs 

in a variety of applications, including business, law, and 
scientific research.  

• ChatGPT, for example, is prone to making random factual and 
citation errors, or what are anthropomorphically referred to 
as “hallucinations.”  OpenAI warns users that “ChatGPT may 
produce inaccurate information about people, places, or 
facts.”  

• Two US lawyers learned this lesson the hard way after a judge 
fined them $5000 for submitting court filing prepared by 
ChatGPT that included fake citations. Milmo D. 2023. Two US lawyers fined for 
submitting fake court citations from ChatGPT. The Guardian, June 23. 
https://www.theguardian.com/technology/2023/jun/23/two-us-lawyers-fined-submitting-fake-court-
citations-chatgpt 

https://www.theguardian.com/technology/2023/jun/23/two-us-lawyers-fined-submitting-fake-court-citations-chatgpt
https://www.theguardian.com/technology/2023/jun/23/two-us-lawyers-fined-submitting-fake-court-citations-chatgpt


AI Random Error
• Another source of error is that AI/ML systems do not process 

data in the way that human beings do.  For example, an image 
recognition AI/ML was trained to distinguish between wolves 
and huskies, but it had difficulty recognizing huskies in the 
snow or wolves on the grass, because it had learned to 
distinguish between wolves and huskies by attending to the 
background of the images.  

• Captchas (Completely Automated Public Turing test to tell 
Computers and Humans Apart), which are used by many 
websites for security purposes, take advantage of some of 
deficiencies of AI/ML image processing.  Human beings can 
pass Captchas tests because they learn to recognize images in 
various contexts and can apply what they know to novel 
situations. Feather J, Leclerc G, Madry A, and McDermott JH. 2023. Model metamers reveal 
divergent invariance between biological and artificial neural networks.  Nature Neuroscience, October 16. 
https://doi.org/10.1038/s41593-023-01442-0 



https://www.researchgate.net/figure/A-husky-on-the-left-is-confused-with-
a-wolf-because-the-pixels-on-the-right_fig1_329277474

The AI incorrectly classified this as an image of a wolf because it is 
focused on the snow pattern in the background.

https://www.researchgate.net/figure/A-husky-on-the-left-is-confused-with-a-wolf-because-the-pixels-on-the-right_fig1_329277474
https://www.researchgate.net/figure/A-husky-on-the-left-is-confused-with-a-wolf-because-the-pixels-on-the-right_fig1_329277474


Language Errors
• LLMs also make errors because they lack human-like 

understanding of language.  LLMs can perform quite well when 
it comes to processing language that has already been curated 
by human beings, but they may perform sub-optimally (and 
sometimes very badly) when dealing novel text that requires 
reasoning and problem-solving.  

• When a person processes language, they usually form a mental 
model that provides meaning and context for the words.  The 
mental model is based on implicit facts and assumptions about 
the natural world, human psychology, society, and culture, or 
what we might call commonsense.  LLMs do not do this; they 
only process symbols and predict the most likely string of 
symbols from linguistic prompts.  

• Thus, to perform optimally, LLMs often need human 
supervision and input to provide the necessary meaning and 
context for language. 



Relationship between human language 
and the world 

STOP

“Son, see the red sign over there, that 
means stop.  It’s called a stop sign.”

“Daddy, that black car is 
going fast; he’d better slow 
down and stop!”

Words (often) refer to 
things in the world.
.

Mental representation is essential to giving 
language its meaning.  Meaning is also social 
and contextual.   

STOP



LLM understanding of natural 
language

Natural 
speech/ 

text

Text
Processing

Algorithms, 
Models

Text 
generation

Humans and the 
External World

Words are symbols 
only 
Meaning comes from 
probabilistic 
relationships to other 
words



LLM citations

• The LLM is predicting what a citation should 
be.

• Sometimes, it copies a citation from human 
curated text.

• An LLM does not actually go the citation and 
“read” it.  

• Companies are working on this problem by 
using AI tools check citations.  



Moral Agency
• Another limitation of LLMs and other AI systems is that they 

lack the capacities regarded as essential for moral agency, 
such as consciousness, self-concepts, personal memory, life 
experiences, goals, and emotions.  

• Because they are not moral agents, AI/ML systems cannot be 
held morally or legally responsible for their actions.  Lack of 
moral agency, when combined with other limitations, can 
produce dangerous results.  

• For example, in 2023, the widow of a Belgian man who 
committed suicide claimed that he had been depressed and 
was chatting with an LLM that encouraged him to kill himself. 
Euro News. 2023. Man ends his life after an AI chatbot 'encouraged' him to sacrifice himself to stop 
climate change. Euro News, March 31. https://www.euronews.com/next/2023/03/31/man-ends-his-life-
after-an-ai-chatbot-encouraged-him-to-sacrifice-himself-to-stop-climate- 

https://www.euronews.com/next/2023/03/31/man-ends-his-life-after-an-ai-chatbot-encouraged-him-to-sacrifice-himself-to-stop-climate-
https://www.euronews.com/next/2023/03/31/man-ends-his-life-after-an-ai-chatbot-encouraged-him-to-sacrifice-himself-to-stop-climate-


Moral Agency

• ChatGPT and other companies have been 
working diligently to put guardrails in place to 
prevent their LLMs from giving dangerous 
advice, but this problem is not easy to fix, 
because they lack human-like understanding 
of language, moral agency, and moral 
judgment.  



The “Black Box”
• Suppose that an AI/ML tool produces erroneous output, and 

one wants to know why.  As a first step, one could examine 
the training data and algorithms to determine whether these 
are the source of the problem.  

• However, to fully understand what the AI/ML tool is doing one 
may also need to probe deeply into the system and examine 
not only the computer code (line-by-line) but also the 
weightings attached to inputs in the ANN layers and the 
mathematical computations produced from the inputs.  While 
an expert computer scientist should be able to trouble-shoot 
the code, they will not be able to interpret the thousands of 
numbers used in the weightings and the billions of 
calculations from those numbers.  This is what is meant when 
people describe an AI/ML system as a “black box.” Savage N. 2022. 
Breaking into the black box of artificial intelligence. Nature, March 22. 
https://www.nature.com/articles/d41586-022-00858-1 

https://www.nature.com/articles/d41586-022-00858-1


Trusting a “Black Box”

• The opacity of AI/ML systems is a problem because one might 
argue that we should not use these tools if we cannot trust 
them, and we cannot trust them if even the best experts do 
not completely understand how they work.  Trust in 
technology, one might argue, is based on understanding that 
technology.  If we do not understand how a telescope works, 
then we should not trust in what we see in through the 
telescope.   

• Likewise, if computer experts do not completely understand 
how an AI/ML system works, then perhaps we should not use 
the system for important tasks, such as making hiring 
decisions, diagnosing diseases, analyzing data, or generating 
scientific hypotheses or theories 



Trusting Results

• One way of responding to the “black box” problem is to argue 
that we do not need to completely understand AI in order to 
trust it; all that really matters is that it reliably produces 
correct results.  

• Proponents of this view draw and analogy between using 
AI/ML tools and using other technologies, such as aspirin for 
pain relief, without fully understanding how they work.  All 
that really matters for trusting a machine, tool, drug is that it 
works, not that we completely understand how it works.

• Problem: this is not a very satisfactory response for legal 
liability, error-analysis (e.g., crashes), product approval (e.g., 
AI medical devices), and public acceptance.



Explainable AI
• A second approach, which has been gaining steadily in 

popularity, is to try to make AI explainable by making it more 
transparent.

• Disclosure could include:
– The type, name, and version of AI system used
– What it was used for 
– How it was used
– Why it was used
– Technical details, such as training data, algorithms, models, and 

optimization procedures, influential features involved in model’s 
decisions, the reliability and accuracy of the system (if known). 

• Explainability, according to proponents of this approach, helps 
to promote trust in AI because it allows users to make 
rational, informed decisions about using it. Ankarstad A. 2020. What is 
explainable AI (XAI)? Towards Data Science, April 10. https://towardsdatascience.com/what-is-explainable-
ai-xai-afc56938d513 

https://towardsdatascience.com/what-is-explainable-ai-xai-afc56938d513
https://towardsdatascience.com/what-is-explainable-ai-xai-afc56938d513


Explainable AI

• The main problem with explainable AI that is may not be 
explainable to most users because considerable expertise in 
computer science and/or data analytics may be required to 
understand the information that is disclosed. 

• For transparency to be effective, it must address the 
audience’s informational needs.  Explainable AI, at least in its 
current embodiment, may not address the informational 
needs of the laypeople, politicians, professionals, regulators 
(e.g., FDA), judges, jurors, or scientists because the 
information is too technical. To be explainable to non-experts, 
the information may need to be expressed in plain, jargon-
free language that explains what the AI did and why it did it.  



Ethics of Research
• Scientific ethics are norms (i.e., principles, values, or virtues) for the conduct 

in inquiry. 
• These norms apply to many different scientific practices, including research 

design; experimentation and testing; modelling; concept formation; data 
collection and storage; data analysis and interpretation; data sharing; 
publication; peer review; hypothesis and theory acceptance; communication 
with the public; and mentoring and education.  

• Many of these norms are expressed in codes of conduct, professional 
guidelines, institutional or journal policies, or books and papers on scientific 
methodology.  Others are not formally written down but are implicit in the 
practice of science. 

•  Some norms, such as testability, rigor, and reproducibility, are primarily 
epistemic; while others, such as fair sharing of credit, protection of research 
subjects, and social responsibility, are primarily moral; while others, such as 
honesty, openness, and transparency, have epistemic and moral dimensions.



Scientific Norms
• Honesty
• Testability 
• Rigor
• Empiricism 
• Skepticism
• Explanatory power
• Objectivity
• Realism
• Precision
• Openness
• Transparency
• Reproducibility

• Accountability
• Freedom of inquiry
• Fair sharing of credit
• Confidentiality of peer review
• Collegiality
• Non-discrimination
• Respect for intellectual property
• Protection of human subjects
• Protection of animal subjects
• Safety (physical, biological, 

psychosocial)
• Stewardship of resources
• Social responsibility 



Scientific Norms
• Norms have three sources of justification:

– To achieve the goals of science
– To promote collaboration and trust among 

scientists
– To promote public trust and accountability

• Norms are more like guidelines than rigid 
rules; when they conflict, scientists must 
decide which one should take priority (e.g., 
openness vs. confidentiality of human data).



Ethical Use of AI in Research



Dealing with Bias
• While reduction and control of bias is widely recognized as 

essential to good scientific methodology and practice, it takes 
on added importance in science that uses AI/ML because 
AI/ML can but also amplify biases inherent in the training data 
and lend support to policies that are discriminatory, unfair, 
harmful, or ineffective.  

• Moreover, users of AI/ML in research may overconfidently 
estimate the objectivity of their findings because they are 
being generated by an “unbiased” machine.  The problem of 
AI bias in medical, psychiatric, and public health research has 
generated considerable concern, since biases related to race, 
ethnicity, gender, sexuality, age, nationality, and 
socioeconomic status in health-related datasets can 
perpetuate health disparities by supporting biased 
hypotheses, models, theories, and policies. 



Dealing with Bias
• Scientists who use AI/ML in research have special obligations to 

identify, describe, reduce, control, and correct biases.  To fulfill 
these obligations, scientists must not only attend to matters of 
research design, data analysis, and data interpretation, but also 
address issues related to data diversity and representativeness, 
and interactions between data, algorithms, and applications.  

• Scientists must also be accountable for AI bias, both to other 
scientists and members of the public.  To build public trust in AI 
and promote accountability, and social value, scientists who use 
AI/ML should engage with affected populations, communities 
and other stakeholders to obtain their assistance in identifying 
and reducing potential biases.  

• They should explain how and why and AI was used (explainable 
AI).



Dealing with Error
• Scientists who use AI in their research should disclose and 

discuss potential sources of AI-related error.  Discussion of 
potential sources of error is important for making research 
transparent and reproducible.  

• Strategies for reducing errors in science include time-honored 
quality assurance and quality improvement techniques, such as 
auditing data; validating and testing instruments; and 
investigating and analyzing random and systemic errors.  
Replication of results by independent researchers, journal peer 
review, and post-publication peer review also play a major role 
in error reduction. 

• Accountability requires that scientists take responsibility for 
errors produced by the use of AIs in research, that they be able 
to explain why errors have occurred, and that they take 
necessary steps to correct errors, such as submitting corrections 
or retractions to the journal. 



AI Authorship
• AI authorship became a hot button issue when several papers 

were published in late 2022 that named LLMs as coauthors.  
• Some argued that LLMs could be authors if they make a 

significant contribution to the research.
• Science magazine stated that not only could AIs not be 

authors, but they should not be used at all in preparing 
manuscripts.  

• The emerging consensus position seems to be that 1) AIs 
cannot be authors because they cannot be accountable; 2) 
they can be used to write or edit papers as long as their use is 
properly described and disclosed; 3) it is important to give 
appropriate recognition to the role that an AI has played in 
research to promote transparency but also so the human 
authors will not receive more credit than they deserve. Hosseini 
M, Resnik DB, and Holmes K. 2023. The ethics of disclosing the use of artificial intelligence in 
tools writing scholarly manuscripts. Research Ethics, June 15. 
https://doi.org/10.1177/17470161231180449  

https://doi.org/10.1177/17470161231180449


Naming AIs as authors

Author contributions

ChatGPT produced the majority of the perspective article in 
response to the query by Alex Zhavoronkov who had a strong 
desire to publish on the subject. The generated perspective was 
reviewed by Alex Zhavoronkov who also agreed with the 
arguments presented by ChatGPT. In response to a direct query 
regarding co-authorship, ChatGPT produced multiple arguments 
why it should not be included as a co-author. However, due the 
fact that the majority of the article was produced by the large 
language model, to set a precedent, the decision was made to 
include ChatGPT as a co-author and add the appropriate 
explanation and reference in the article. ChatGPT also assisted 
with references and appropriate formatting. Alex Zhavoronkov 
reached out to Sam Altman, the co-founder and CEO of OpenAI to 
confirm, and received a response with no objections. The ability of 
the large language models, and other AI systems to make 
meaningful contributions to the academic work may justify future 
co-authorship on academic perspective, review and research 
papers.

This article was 
corrected to remove 
ChatGPT as an 
author



Naming AIs as authors?
For 
• AIs can make substantial 

contributions to research, including 
writing and data analysis or 
interpretation. 

• Credit should be given where it is 
due and not give where it is not 
due.  

Against*
• Current AIs cannot clearly explain 

what they do, how they do it, and 
why (black box problem) so they 
cannot be held accountable.  

• Because current AIs lack 
consciousness, emotion, self-
awareness they are not moral agents 
and cannot be held morally 
responsible.

• Credit can be given by properly 
acknowledging AI use.

*Note: these arguments also imply that AIs cannot be listed as 
inventors on patents applications or hold copyrights.  



ICMJE
At submission, the journal should require authors to disclose whether they 
used artificial intelligence (AI)assisted technologies (such as Large Language 
Models [LLMs], chatbots, or image creators) in the production of submitted 
work. Authors who use such technology should describe, in both the cover 
letter and the submitted work, how they used it. Chatbots (such as ChatGPT) 
should not be listed as authors because they cannot be responsible for the 
accuracy, integrity, and originality of the work, and these responsibilities are 
required for authorship (see Section II.A.1). Therefore, humans are 
responsible for any submitted material that included the use of AI-assisted 
technologies. Authors should carefully review and edit the result because AI 
can generate authoritative-sounding output that can be incorrect, 
incomplete, or biased. Authors should not list AI and AI assisted technologies 
as an author or co-author, nor cite AI as an author. Authors should be able to 
assert that there is no plagiarism in their paper, including in text and images 
produced by the AI. Humans must ensure there is appropriate attribution of 
all quoted material, including full citations (International Committee of 
Medical Journal Editors. 2023. Recommendations for the Conduct, Reporting, 
Editing, and Publication of Scholarly work in Medical Journals. 
https://www.icmje.org/icmje-recommendations.pdf). 

https://www.icmje.org/icmje-recommendations.pdf


Disclosure for AI writing use
• An evolving topic; more work is needed on 

disclosure standards.
• Disclose substantial use of AI in research and 

writing.  
– What AI was used for (e.g., background research, 

citations, editing, proof reading, data analysis)
– Which parts of the paper was it used in.
– What was type of AI, e.g., name and version date.
– When was it used. 
– What were the prompts used to generate text.



Substantial Use of AI [Resnik and Hosseini, in preparation]

• The AI tool generates content.  For example, using an AI tool to write 
sections of a paper, translate language in the paper, or create synthetic 
data should be disclosed because the AI has generated content, but using 
an AI tool to edit a paper for grammar or suggest synonyms or phrases 
need not be disclosed because the tool is not creating content.  

• The AI synthesizes content.  For example, using an AI tool to piece 
together notes and draft of parts of a paper to create a final version would 
be a substantial use. 

• The AI tool analyses data or images. For example, using an AI tool to 
analyze genomic data, text, or radiologic images would be substantial 
uses.  As discussed above, the rationale for disclosure is similar to the 
rationale for disclosing other methods and tools used in research, such as 
statistical software.  

• The AI tool makes a decision that affects the results of the research.  For 
example, using an AI tool to extract data from articles to do a systematic 
review would be a substantial use of the tool because the tool would be 
making data extraction decisions that affect the outcome of the 
systematic review.  



Undisclosed 
use of AI https://arxiv.org/pdf/2403.16887.pdf

https://doi.org/10.1101/2024.03.25.586710

https://arxiv.org/pdf/2403.16887.pdf
https://doi.org/10.1101/2024.03.25.586710


Undisclosed use of AI
“Certainly, here is a possible introduction for your topic: Lithium-metal batteries are promising 
candidates for high-energy-density rechargeable batteries due to their low electrode potentials and high 
theoretical capacities…” The three-dimensional porous mesh structure of Cu-based metal organic-framework - aramid cellulose separator enhances the

electrochemical performance of lithium metal anode batteries. Manshu Zhang , Liming Wu , Tao Yang , Bing Zhu , Yangai Liu Surfaces and Interfaces Volume 46, March 
2024, 104081

TORTURED PHRASES FOUND IN COMPUTER-SCIENCE PAPERS 328 | Nature | 
Vol 596 | 19 August 2021

Scientific term     Tortured 
phrase 
Big data                                                                 Colossal information 
Artficial intelligence   Counterfeit consciousness 
Remaining energy                                          Leftover vitality 
Cloud computing                                           Haze figuring 
Signal to noise                                                      Flag to commotion 

100 Papers with 
Evidence of 
Undisclosed AI use

https://retractionwatch.co
m/papers-and-peer-
reviews-with-evidence-
of-chatgpt-writing/ 

https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/
https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/
https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/
https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/
https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/
https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/
https://retractionwatch.com/papers-and-peer-reviews-with-evidence-of-chatgpt-writing/


Retraction
• The PLOS ONE Editors (2024) Retraction: A 

comparative analysis of blended learning and 
traditional instruction: Effects on academic 
motivation and learning outcomes. PLoS ONE 19(4): 
e0302484. 
https://doi.org/10.1371/journal.pone.0302484.

• Concerns were raised about potential undisclosed 
use of an artificial intelligence tool to generate text in 
the article due to inclusion of the phrase “regenerate 
response” and extensive reference list concerns. 
PLOS was unable to verify 18 of the 76 cited 
references, and 6 additional references appear to 
contain errors. The first and corresponding authors 
stated that the authors were responsible for the 
manuscript content and that the only AI tool used 
during manuscript preparation was Grammarly, to 
improve language. They provided replacement 
references but several of the replacements did not 
appear to support the corresponding statements in 
the article.

https://pubpeer.com/publications/2BA0ED692A31818BE66AAB637BB3BE 

https://doi.org/10.1371/journal.pone.0302484
https://pubpeer.com/publications/2BA0ED692A31818BE66AAB637BB3BE


Software to Detect AI writing

Note: These 
are examples 
only.  No 
endorsement 
is intended.



In
te

lle
ct

ua
l P

ro
pe

rt
y Do LLMs violate copyrights?

Do they plagiarize?
Does using text to train an LLM 
constitute fair use?  
Are the outputs of LLMs 
copyrightable? 
The copyright office has said that 
you can’t 



Exhibit J, NY Times 
vs. OpenAI

https://chatgptiseatingtheworld.com/2023/12/27/exhibit-j-to-new-
york-times-complaint-provides-one-hundred-examples-of-gpt-4-
memorizing-content-from-the-new-york-times/ 

Note: Some LLMs allow the user 
to control the output to minimize 
the risk of plagiarism.
There is also plagiarism checking 
software, such as iThenticate and 
Turnitin 

https://chatgptiseatingtheworld.com/2023/12/27/exhibit-j-to-new-york-times-complaint-provides-one-hundred-examples-of-gpt-4-memorizing-content-from-the-new-york-times/
https://chatgptiseatingtheworld.com/2023/12/27/exhibit-j-to-new-york-times-complaint-provides-one-hundred-examples-of-gpt-4-memorizing-content-from-the-new-york-times/
https://chatgptiseatingtheworld.com/2023/12/27/exhibit-j-to-new-york-times-complaint-provides-one-hundred-examples-of-gpt-4-memorizing-content-from-the-new-york-times/


Research Misconduct

• Failure to appropriately control AI-related errors could make 
scientists liable for research misconduct, if they intentionally, 
knowingly, or recklessly disseminate false data or plagiarize.  
Although most misconduct regulations and policies 
distinguish between misconduct and honest error, many do 
permit misconduct findings based on recklessness.  

• While the difference between recklessness and negligence 
can be difficult to determine, one way of thinking of 
recklessness is that it involves an indifference to or disregard 
for the veracity or integrity of research.  For example, a 
person who uses ChatGPT to write a paper and does not 
carefully to check its work for errors, could be liable for 
research misconduct.  



Synthetic Data
• Generative AI can create synthetic data for use in modelling, 

hypothesis development, and piloting and validation of studies.  
• It is also possible that some scientists may use AI/ML systems to 

deliberately fabricate or falsify data or images. 
• Although I do not know of any misconduct cases where synthetic 

data has been passed off as real data, it is only a matter of time 
until this happens, given the pressures to produce data and the 
temptations to cut corners. 

• Also, using synthetic data in research, even appropriately, may 
blur the line between real and fake data and undermine the 
commitment to honesty and integrity in research (i.e., the 
slippery slope).  So, the situation bears watching. Savage N. 2023. 
Synthetic data could be better than real data. Nature. Apr 27 
https://www.nature.com/articles/d41586-023-01445-8 

https://www.nature.com/articles/d41586-023-01445-8














DALL-E-3 
western blot and 
microscopy 
images

Kim, J.J.H., Um, 
R.S., Lee, J.W.Y. et 
al. Generative AI 
can fabricate 
advanced 
scientific 
visualizations: 
ethical 
implications and 
strategic 
mitigation 
framework. AI 
Ethics (2024). 
https://doi.org/1
0.1007/s43681-
024-00439-0

https://doi.org/10.1007/s43681-024-00439-0
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X-ray and MRI 
images

Kim, J.J.H., Um, 
R.S., Lee, J.W.Y. et 
al. Generative AI 
can fabricate 
advanced 
scientific 
visualizations: 
ethical 
implications and 
strategic 
mitigation 
framework. AI 
Ethics (2024). 
https://doi.org/1
0.1007/s43681-
024-00439-0

https://doi.org/10.1007/s43681-024-00439-0
https://doi.org/10.1007/s43681-024-00439-0
https://doi.org/10.1007/s43681-024-00439-0


Figure 1. Scientific image fraud by intelligent models
We show several fake images generated by generative 
models. The images with the red border are all computer 
generated, while the images with the green border are 
real ones.



Dealing with Fake Data and Images

• Use AI tools to detect fake data/images
• Watermark synthetic data
• Certify real data (for example, a certification stamp 

linked to the data, protected by block chain and 
other security methos—this would be very 
expensive, cumbersome, and limited).

• Technical solutions can go but so far, and we must 
rely on human solutions—education, trust.  



Confidentiality
• The use of AI/ML in research, especially the use of LLMs, such 

as ChatGPT, raises issues related to the privacy and 
confidentiality of data.  

• ChatGPT, for example, stores the data submitted by users, 
including data submitted in initial prompts and subsequent 
interactions with the LLM.  The data may also be used to train 
the AI.  

• It is possible that other users of the system could gain access to 
the data.  

• Due to concerns about breaches of confidentiality, the National 
Institutes of Health (NIH) recently decided to prohibit the use 
of generative AI technologies, such as LLMs, in grant peer 
review. Researchers who use an LLM to edit a document should 
assume not assume the confidentiality is protected, unless the 
LLM is a local instance of AI behind by an institutional firewall 
and other security measures.



Big 
picture 

concerns

De-skilling of human beings, losing writing skills, less 
emphasis on scientific writing if a machine can do it. 

Because writing and thinking are connected, loss writing 
skills can lead to degrading of scientific thinking skills; 
turning over thinking to a machine.

Loss of scientific jobs to AI. 

Loss of creativity and diversity in scientific writing.  

Environmental impact.



Future AIs
• In the future, scientists and engineers may 

develop AIs that can intelligibly explain their 
own behavior.  However, even if an AI can 
explain its own behavior, we still may not 
consider it to be morally responsible for its 
behavior. 

• Moral agency requires the capacity to perform 
intentional (or purposeful) actions, the capacity 
to understand moral norms, and the capacity to 
make decisions based on moral norms.  These 
capacities also presuppose additional 
capacities, such as consciousness, self-
awareness, personal memory, perception, 
general intelligence, and emotion.   

• While computer scientists are making some 
progress on developing AIs that can make 
decisions based on moral norms, they are still a 
long way from developing AIs with genuine 
moral agency. 

https://en.wikipedia.org/wiki/Data_%28
Star_Trek%29 

https://upload.wiki
media.org/wikipedi
a/commons/thumb
/2/2e/Hal_9000_P
anel.svg/330px-
Hal_9000_Panel.s
vg.png 
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Conclusion: Recommendations for Ethical Use of AI in Research
Recommendation Normative Justification

Researchers and software developers are responsible for 
identifying, describing, reducing, and controlling AI-related 
biases and random errors.

Accountability, objectivity, 
reproducibility, rigor, 
transparency, honesty, social 
responsibility, fairness

Researchers should disclose, describe, and explain their 
use of AI in research in language that can be understood 
by non-experts.

Accountability, transparency, 
reproducibility, rigor, 
objectivity, social 
responsibility, fairness

If appropriate, researchers should engage with relevant 
communities, populations, or stakeholders concerning the 
use of AI in research to obtain their advice and assistance 
and address their interests and concerns.

Accountability, transparency, 
social responsibility, rigor, 
fairness

Researchers may be liable for misconduct if they 
intentionally, knowingly, or recklessly use AI to fabricate or 
falsify data or commit plagiarism.  AI synthetic data use 
should be appropriately explained and labelled.

Accountability, honesty, 
reproducibility, rigor



Conclusion: Recommendations for Ethical Use of AI in Research
Recommendation Normative Justification

AI systems should not be named as authors, inventors, or 
copyright holders but their contributions to research should 
be disclosed and described.

Honesty, transparency, 
accountability, fair 
attribution of credit, 
collegiality

AI systems should not be used in situations that may involve 
unauthorized disclosure of confidential information related 
to human research subjects, unpublished research, 
potential intellectual property claims, or proprietary or 
classified research.

Protection of human 
subjects, protection of 
intellectual property, 
confidentiality of peer 
review, social responsibility

Education and mentoring in responsible conduct of research 
should include discussion of ethical use of AI.

Accountability, 
reproducibility, rigor, social 
responsibility, honesty, 
transparency, fair attribution 
of credit



Final Thoughts
• AI is a highly disruptive 

technology that presents 
opportunities and dangers.

• AI use will be like the wild 
west for a while until 
policies and best practices 
emerge and AI use 
becomes normalized.

• Hang on—you’re in for a 
wild ride! 

https://americanart.si.edu/artwork/bucking-
bronco-27919  A Bucking Brono, Henry 
Wolf after Frederick Remington, 
Smithsonian Institution

https://americanart.si.edu/artwork/bucking-bronco-27919
https://americanart.si.edu/artwork/bucking-bronco-27919
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